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ABSTRACT
Gross errors, a kind of non-random error caused by process dis-
turbances or leaks, can make reconciled estimates can be very
inaccurate and even infeasible. Detecting gross errors thus prevents
financial loss from incorrectly accounting and also identifies poten-
tial environmental consequences because of leaking. In this study,
we develop an ensemble of gross error detection (GED) methods
to improve the effectiveness of the gross error identification on
measurement data. We propose a weighted combining method on
the outputs of all constituent GED methods and then compare the
combined result to a threshold to conclude about the presence of
the gross error. We generate a set of measurements with or without
gross error and then minimize the GED error rate of the proposed
ensemble on this set with respect to the combining weights and
threshold. The Particle SwarmOptimization method is used to solve
this optimization problem. Experiments conducted on a simulated
system show that our ensemble is better than all constituent GED
methods and two ensemble methods.
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1 INTRODUCTION
Let us consider a hydrocarbon process plant including four pro-
duction wells and nine streams in Fig 1. It is required that the
measurements for total input must be equal to the measurement of
total output e.g. S1-V=S2-V+S2-L. However, due to measurement
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noise, i.e. random errors, this balance is somehow violated. Data
reconciliation is a technique that corrects measurement errors to
ensure several required constraints in the system [2]. It is noted that
the reconciled estimates can be very inaccurate and even infeasible
if non-random errors (called gross errors) are present. Thus, it is
crucial to identify gross errors in measurement before applying a
data reconciliation technique [3]. A GED method aims to detect
whether the gross error presents in a measurement. In general,
the detection is done by using statistical hypothesis tests [3]. In
this study, we construct an ensemble of GED methods to further
improve the effectiveness of GED. The outputs of GED methods
are combined by using a weighted combining method to obtain the
collaborated output. This output is then compared to a threshold to
determine the presence of gross error. We propose to search for the
combining weights and the threshold by minimizing the error rate
of the GED task. The search process is conducted using Particle
Swarm Optimisation (PSO), an effective computational intelligence
method for heuristic searching [1][6].

2 PROPOSED METHOD
2.1 Ensemble of Detection
We denote x𝑛 as a vector of measurements and𝐻𝑖 as a GEDmethod
that tests the null hypothesis that no gross error is on x𝑛 . In fact
𝐻𝑖 works on x𝑛 and outputs a probability 𝑃𝑖 (x𝑛) (called p-value)
of obtaining the observed results assuming that the null hypothesis
is correct. By comparing 𝑃𝑖 (x𝑛) to a chosen significance threshold
𝛼 , we can come up with the rejection of the null hypothesis if
𝑃𝑖 (x𝑛) < 𝛼 or a further consideration if 𝑃𝑖 (x𝑛) ≥ 𝛼 .

In this study, we design an ensemble of 𝐾 GED methods {𝐻𝑖 }
𝑖 = 1, .., 𝐾 in which the p-values of constituent methods are com-
bined by a combining method𝐶 to obtain the collaborated decision
𝐶{𝑃𝑖 (x𝑛)} 𝑖 = 1, .., 𝐾 . In the ensemble method, the results of some
methods are compensated by those of the other ones, which makes
the collaborated result better than that of each constituent method.
In [4], an ensemble of GED methods was introduced by using the
Fisher method to combine the p-values. It is noted that the Fisher
method requires all constituent methods independent. This assump-
tion makes this ensemble difficult in choosing the constituent GED
methods because some of them are related [3].

Normally, all methods are treated equally when combining in
the ensemble e.g. all methods are associated with equal weights.
This however may downgrade ensemble performance [5]. Here
we propose associate methods {𝐻𝑖 } 𝑖 = 1, .., 𝐾 with the weights
{𝑤𝑖 |0 ≤ 𝑤 ≤ 1} 𝑖 = 1, ..., 𝐾 and their p-values are combined based
on these weights. The weighted combining of 𝑃𝑖 (x𝑛) on x𝑛 is given
by:
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Figure 1: The hydrocarbon process plant in the experiment.

𝑃 (x𝑛) =
𝐾∑
𝑖=1

𝑤𝑖𝑃𝑖 (x𝑛) (1)

The combined value 𝑃𝑖 (x𝑛) will be compared to a threshold to
obtain the conclusion concerning the presence of gross error.{

𝑃 (x𝑛) < 𝛼 Gross error is presented
𝑃 (x𝑛) ≥ 𝛼 otherwise

(2)

One question that arises from this model is to search for suitable
weights𝑤𝑖 and also the threshold 𝛼 for a particular system.

2.2 Optimisation Approach
We model an optimisation problem to search for the optimal value
of combining weights and threshold. We first generate a set of 𝑁
measurements (called training set) with or without a gross error
(called ground truth y𝑛 ∈ {0, 1}). We then run each of {𝐻𝑖 } (𝑖 =
1, ..., 𝐾) on each measurement x𝑛 (𝑛 = 1, ..., 𝑁 ) in the training set
to obtain 𝑃𝑖 (x𝑛). For a set of weights {𝑤𝑖 |0 ≤ 𝑤 ≤ 1}, 𝑃𝑖 (x𝑛) are
combined by using (1) before using (2) to determine whether the
gross error is presented. Here we minimize the 0-1 loss function
on the training data to find the optimal value for 𝑤𝑖 and 𝛼 by
comparing the detection result obtained from (2) to the ground
truth of measurements. The optimisation problem is given by:

min
{𝑤𝑖 },𝛼

{
1 − 1

𝑁

𝑁∑
𝑛=1

(
I[I[𝑃 (x𝑛) < 𝛼] = y𝑛]

)}
s.t.{𝑤𝑖 }, 𝛼 ∈ [0, 1]; 𝑖 = 1, ..., 𝐾

(3)

in which I[.] = 1 if the condition is true, otherwise equal 0, y𝑛
is the ground truth of x𝑛 . In this study, we use PSO [1] to solve
the problem in (3). PSO is a popular swarm intelligence method
that searches for the optimal value by iteratively trying to improve
a candidate solution concerning a given measure of quality. The
position of each particle encodes 𝑤𝑖 and 𝛼 while the fitness is
calculated on the training set with the value of each candidate𝑤𝑖
and 𝛼 . The optimal value for 𝑤𝑖 and 𝛼 will be obtained after a
number of iterations.

3 EXPERIMENTAL STUDIES
3.1 Dataset and Settings
We conducted the experiments on the plant illustrated in Fig.1. We
used CHARM simulation package [4] which outputs a vector for
measurements in which no gross errors are present. We randomly
added gross errors to this vector by changing the magnitude of

Table 1: The experimental results

Methods Test Case 1 Test Case 2
Accuracy F1 Score Accuracy F1 Score

Global Test 0.2081 0.1887 0.2683 0.2666
PCA 0.1832 0.1685 0.2494 0.2480
MST 0.4737 0.3545 0.5017 0.4446
Constraint Test 0.3277 0.2713 0.3733 0.3547
GLR 0.4441 0.3390 0.4772 0.4290
Ensemble (Fisher) 0.5253 0.3786 0.5422 0.4650
Evolved Ensemble (Selection) 0.5873 0.4073 0.5850 0.4875
Proposed Ensemble 0.6031 0.4141 0.6039 0.4979

any one of the six streams by +5% and +25% [4]. From this data,
we generated a training set with 1600 observations; half of it has
the gross error. We also generated two test sets containing 7400
and 1800 observations for the evaluation [4]. To construct the en-
semble, we used five GED methods namely Global Test, Principle
Component Analysis Test (PCA), Measurement Statistic Test (MST),
Constraint Test, and Generalized Likelihood Ratio Test (GLR) [3].
The proposed ensemble was compared to the Fisher method-based
ensemble system namely Ensemble (Fisher) and Ensemble (Selec-
tion) introduced in [4]. In the PSO algorithm, we used the settings
in [4]. The accuracy and the F1 score of all methods are shown in
Table 1.

3.2 Result and Discussions
The proposed ensemble is better than all constituent methods on
both test sets. In detail, our method is 39.5%, 41.99%, 12.94%, 27.54%,
and 15.9% better than Global Test, PCA, MST, Constraint Test, and
GLR for accuracy on the test set 1. For the F1 score, the proposed
method is also remarkably better than all methods, for example,
12.94% better than MST, the best constituent method in our exper-
iment. Meanwhile, our ensemble is about 7.78% and 6.17% better
than the Ensemble (Fisher) for accuracy in test set 1 and 2, re-
spectively. Our ensemble is also marginally better than Ensemble
(Selection) (0.4141 vs. 0.4073 and 0.4979 vs. 0.4875 for F1 Score on
the test set 1 and 2, respectively. The experimental results show the
outperformance of our weighted combining approach compared to
not only the five constituent methods but also the Fisher method-
based ensemble and ensemble with selection. The optimal value
of the weights is (0.8954, 0.0029, 0.7186, 0.0340, 0.5875) for Global
Test, PCA, MST, Constraint Test, and GLR Test. It is a surprising
result since the Global Test is not the best method but its associated
weight is highest among all the weights. PCA is the poorest GED
method and it contributes very small to the collaborated result since
its weight is nearly equal to 0.
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