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When I first qualified as a teacher, there was very little focus on modelling to our pupils. Thanks to advances in cognitive science research, it’s now commonplace to see teachers demonstrating exactly how they would build up an argument, approach a problem, or analyse a text.

Curiously, professional learning for teachers has been slow to catch up. When I think about most of the professional development I have attended over the years, there has been an emphasis on knowledge, theory, discussion, or reflection, but rarely an opportunity to really see great practice – to observe it being modelled.

This new research from Ambition Institute is therefore an exciting addition to the evidence base for teacher educators, and anyone interested in the science of learning. It shows us that models improve teachers’ acquisition of new skills – turning a good bet into a proven strategy for the first time.

By zooming into the nuts and bolts of professional development design, research of this kind gives us specific and causal evidence and clear, actionable advice that is invaluable for teacher educators. In the same way that research has empowered teachers to design better lessons, research like this can empower teacher educators to make evidence-informed decisions that help teachers to keep getting better.

I am delighted to introduce this first output from Ambition’s new Research team, and look forward to using it to guide the design of our professional learning at Greenwood Academies Trust.

**Jade Pearce**  
Director of Programmes,  
Greenwood Academies Trust
Modelling evidence-based practice in initial teacher training: causal effects on teachers’ skills, knowledge and self-efficacy

Teacher professional development often incorporates observable examples of focal teaching practices – models. Yet, there is little causal evidence on the benefits of modelling, or how best to integrate models with other components of professional development. We used a classroom simulator experiment to test the effects of video models on trainee teachers’ skills, knowledge, and self-efficacy in relation to using retrieval practice at the end of a primary school science unit. We compared the effects of restudying the theory behind retrieval practice (no model), a video model of effective retrieval practice, and a similar video model with the theory underpinning retrieval practice integrated into the footage. Results showed that models improved skills relative to no model ($d = 0.8; 95\% CI = 0.39, 1.20$). However, neither of the two types of models were clearly superior to the other at improving skills. Incorporating models did not improve knowledge or self-efficacy, relative to restudying the underpinning theory. The results suggest that incorporating models in initial teacher training can help new teachers make use of evidence-based teaching practices.
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Introduction

Policymakers and educators have long disputed the quality of initial (pre-service) teacher education (Knight, 2021; Zeichner, 2006). Central to this is a debate between those who favour a greater emphasis on practising skills in initial teacher training (ITT) and those who favour a greater emphasis on learning knowledge (Grossman, 1992; Whitcomb, 2012; Zeichner, 2012). For example, Kagan (1992) argued that ITT programmes were in general failing to help pre-service teachers develop essential skills around classroom management and instruction. In contrast, Orchard and Winch (2015) argue that a strong initial focus on practising skills is compromising trainees’ ability to acquire the large and varied bodies of knowledge required for teaching (Shulman, 1986). Others argue that focusing on practising particular teaching skills risks reducing teaching to a list of disconnected techniques, divorced from an understanding of why and when a given approach should be used in the classroom (Ghousseini and Sleep, 2011; Hauser and Kavanagh, 2019; Kavanagh et al., 2020).

Recently, theorists have attempted to chart a third way through this debate by prioritizing neither the learning of knowledge nor the practising of skills, but instead “the use of that knowledge in practice” (Grossman et al., 2018, p.3). That is to say, they argue that skills, and the knowledge that underpins them, should be taught simultaneously. This is potentially demanding for trainees and proponents have therefore advocated a specific approach to teacher education called Practice Based Teacher Education (PBTE; Janssen et al., 2015). PBTE is structured around decomposition (focusing on a specific teaching practices), representation (making the focal practice visible), approximation (low stakes rehearsal of the focal practice), and recomposition of the focal teaching practice into the flow of more authentic teaching practice (Grossman et al., 2009; Grossman et al., 2018). Decomposition, representation, and approximation are intended to reduce the demands on trainee teachers, thus freeing up cognitive capacity for instruction that integrates the learning of knowledge and the practising of skills (Janssen et al., 2015).

Representations of teaching practice (or models) play an important role in PBTE in helping pre-service teachers attend to and notice important features of teaching practice (Grossman et al., 2009; Kosko et al., 2021). Indeed, the academic literature contains many illuminating case studies of the use of modelling in teacher development (Eick et al., 2003; Loughran, 1995; Loughran and Berry, 2005; Kluth and Straut, 2003; Saclarides and Munson, 2021). Models also play an important role in continuing (or in-service) teacher professional development. For example, libraries of video models of good practice play a prominent role in the highly effective My Teaching Partner instructional coaching programme (Allen et al., 2011; Allen et al., 2015). More generally, a recent systematic review found that around two thirds of evaluated in-service professional development programmes incorporate some kind of modelling of teaching practice (Sims et al., 2022).
Yet, despite the apparent importance of modelling, causal evidence on its impact on teaching is scarce. For example, a recent systematic review of teacher preparation practices does not appear to include any impact evaluations of modelling (Mancenido, 2022). This reflects a general dearth of what Hill et al. (2021) refer to as effectiveness research in teacher education, which is due in turn to difficulties in isolating the effects of small grain-size variations in the design of programmes. Relatedly, the existing literature contains little evidence on which types of models are most effective. For example, models differ in terms of what they make visible to trainee teachers (Grossman et al., 2009). Understanding which types of models are most effective is critical if research is to provide actionable insights for teacher educators responsible for designing and delivering professional development (Daniel and De Bruckyere, 2021; Hill et al., 2013).

In this paper, we address this gap in the literature using the pathbreaking classroom simulator A/B test paradigm developed by Cohen, Wong, Krishnamachari, and Berlin (2020). Cast in terms of PBTE, such simulations are a form of approximation, which allow us to focus on a specific, decomposed aspect of teaching practice—in our case, questioning for retrieval at the end of a primary (elementary) school science unit. This allows us to test the impact of different representations of evidence-based practice by randomly allocating initial teacher trainees to three treatment arms: 1) restudying a summary of the evidence underpinning the evidence-based practice (restudy), 2) watching a video model of the evidence-based practice (model), 3) watching a video model of the evidence-based practice with the evidence integrated into the model (model with theory). This allows us to make two novel contributions to the literature. By comparing Arm 1 (restudy) with Arms 2 (model) and 3 (model with theory), we provide novel causal evidence on the impact of modelling. By comparing Arm 2 (model) and Arm 3 (model with theory), we provide the first causal test of how best to design models for teacher development. Our findings are of direct relevance to teacher educators looking to support early-career teachers’ development of evidence-based practice.
Theory and hypotheses

Representations make aspects of teaching visible to trainee teachers and can include worksheets, lesson plans, or videos (Grossman et al., 2009; Grossman et al., 2018). Where representations directly depict teaching, this is known as a model – an observable example of some focal teaching practice (Sims et al., 2022). Some models are ‘live’ in that they are delivered in person, for example when a coach demonstrates a teaching move to a coachee. Other models are ‘symbolic’ in that they are captured in an image. Some types of models, such as video or live modelling, can be annotated or talked over in a way that would be difficult with live classroom teaching. This is important because it can help to reveal the underlying principles at work, the purposes behind decisions, or elements which aren’t visible in the model. Regardless of specific design choices, models generally serve to help trainee teachers develop a mental ‘image’ of the focal teaching practice (McDonald et al., 2013), which can then be used to guide trainees’ practice.

Modelling and teaching skills

Skills are improvable abilities to perform actions that bring about a socially desirable outcome (Green, 2011). Models are thought to support the development of teaching skills by providing a cognitively efficient guide to such action. This aligns with the aphorism that a picture is worth a thousand words (Noble, 1997). Cognitive scientists have long known that providing novices with worked examples helps them to learn procedural knowledge (Booth et al., 2015; Sweller, 2006). Procedural knowledge refers to memory of the series of steps or actions needed to accomplish a goal, and often underpins the actions that skilled individuals use to bring about some outcome (Rittle-Johnson, Schneider, and Star, 2015). Recent research on the ‘human movement effect’ suggests that worked examples can also help with learning skills, in that humans have considerable capacity for learning from watching moving images of people doing things (Höffler and Leutner, 2007; Sepp et al., 2019). This in turn likely reflects the importance of the mirror neuron system, which supports our ability to reproduce observed actions (Van Gog et al., 2009; Wulf et al., 2010).

We are not aware of any experimental study isolating the effects of modelling on teacher skills. However, empirical support for the importance of modelling is available from two other domains. First, psychologists have shown using highly stylised lab experiments that modelling helps with the acquisition of new skills (Richardson and Lee, 1999; Weeks and Anderson, 2000). Second, many experimental studies in the medical education literature have found that modelling helps trainees with the acquisition of new clinical (Cordovani and Cordovani, 2016) and surgical skills (Harris et al., 2018). These studies in the medical and surgical education literature often use exposure to written guidance as an active control condition (e.g., Custers et al., 1999). Based on the preceding theory and empirical evidence, we hypothesise that:

H1: Exposure to a video model of some evidence-based teaching practice will improve pre-service teachers’ skills in the use of that evidence-based practice, relative to rereading the evidence behind the practice (with no model).
As regards the design of models, careful observational studies have found that novice teachers often struggle to notice the important features of a representation of practice (van Es and Sherin, 2002; Sherin and van Es, 2005; Brunvand and Fishman, 2006). The relevant information contained within the model may therefore be lost in the “complex perceptual field” of a classroom scene (Goodwin, 1994, p. 606). Even if trainee teachers do notice the important features of some model, they may fail to understand how a particular action brings about greater pupil learning (Rich and Hannafin, 2009). Theorists have therefore emphasised the importance of highlighting relevant features of the model and explicitly providing the underpinning knowledge about how some aspect of practice supports pupil learning (Goodwin, 1994; McGrew et al., 2018; Sherin and van Es, 2009). This is thought to help teachers better understand the links between their actions and pupil learning, thus supporting skilful teaching. Empirical research using stylised lab experiments supports the notion that models which label relevant features and state the underpinning knowledge contribute to faster skill growth, relative to models that do not do this (Carroll and Bandura, 1990). However, results from analogous studies conducted in the domain of physical education are somewhat more mixed (Han et al., 2022).

Based on the preceding theory and empirical evidence, we hypothesise that:

**H2:** Exposure to a video model in which the important aspects of practice are highlighted and the underlying knowledge is stated will improve pre-service teachers’ skills in the use of evidence-based practice, relative to exposure to the same model without highlighting the important aspects of practice or stating the underlying knowledge.

**H3:** Exposure to a video model of some evidence-based teaching practice integrated with the underpinning knowledge will enhance pre-service teachers’ knowledge, relative to just re-reading the underpinning knowledge.
Modelling and self-efficacy

Modelling is also thought to improve self-efficacy. Bandura (1977) defined perceived self-efficacy as personal judgements of one’s capabilities to organise and execute action to attain designated goals. Teacher self-efficacy therefore refers to personal beliefs about one’s abilities to help students learn (Woolfolk-Hoy, Hoy, and Davis, 2009). Bandura (1997) argued that self-efficacy beliefs can be developed through four different methods, one of which he called ‘vicarious modelling’ — observing somebody doing the action. Models appear to have a greater effect on self-efficacy when the observer perceives the modeler to be similar to them (Labone, 2004; Schunk and Hanson, 1985). This suggests that seeing somebody else do something prompts the observer to reason that if you can do it, then I can do it too (Johnson, 2010; Schunk and DiBenedetto, 2021). In short, when a pre-service teacher observes another teacher successfully using some practice, they are thought to positively update their beliefs about their own ability to use that teaching technique (Tschannen-Moran, Hoy, and Hoy, 1998).

Several qualitative studies have illuminated the links between modelling and pre-service teacher self-efficacy (Bautista, 2011; Bautista and Boone, 2015; Palmer, 2006; Palmer, 2011). Two experimental studies suggest that this reflects a genuine causal relationship between exposure to modelling (as opposed to instruction) and self-efficacy among pre-service teachers (Gorrell and Capron, 1990; Gorrell, 1993). Based on the preceding theory and empirical evidence, we hypothesise that:

H4: Exposure to a video model of some evidence-based teaching practice will increase pre-service teachers’ self-efficacy in the use of that evidence-based practice, relative to re-reading the theory behind the evidence-based practice.

Current study

The aim of the current study is to test these hypotheses experimentally, by comparing different approaches to training early-career teachers. In particular, we set out to compare how the presence or absence of different types of models change teachers’ skills, knowledge, and self-efficacy relating to evidence-based teaching practices. We wanted to focus our study on a well-researched, well-evidenced area of teaching practice. We therefore chose to focus on questioning for retrieval. Retrieval practice involves “prompting students to recall information from memory, rather than representing or restudying the information” (Perry et al., 2021, p. 69) and is known to improve pupil learning of both factual and conceptual knowledge (for reviews, see Kornell and Vaughn, 2016; Yang et al., 2021). Questioning for retrieval involves teachers verbally posing questions to students for the purposes of retrieval practice. All participants in the study started by reading a written summary of the evidence around effective questioning for retrieval. We then randomly allocated participants to restudy the evidence summary on questioning for retrieval with no model (restudy), watch a video model of evidence-based questioning for retrieval (model), or watch a similar model with integrated text snippets explaining the rationale behind the teachers’ actions (model with theory). This study was granted ethical approval by the UCL Institute of Education Research Ethics Committee.
Methods

Participants and design

We aimed to recruit at least 30 participants for each of three arms of our experiment. This provided a comparable sample size to those in previous simulator experiments which were able to detect effects across a range of outcome measures (Cohen et al., 2021; Hill et al., 2021). Individuals were eligible to participate in the experiment if they had enrolled on a primary (elementary) initial teacher training course in the 2022/23 academic year. Recruitment opened on 1st of October 2022 and closed on 23rd December 2022. We recruited participants by approaching initial teacher training providers and asking them to advertise the study to their trainees. The final group of participants (N = 89) should therefore be considered a convenience sample, with the representative participant in our study being a white, 29 year old female from Greater London. On completion of all data collection, participants were given an Amazon voucher in recognition of taking part.

We tested our hypotheses using an A/B/C test lab experiment, which are becoming increasingly common in this literature (Cohen and Wiseman, 2019; Cohen et al., 2020; Cohen et al., 2021). Unlike field experiments in education, which are often lacking in statistical power (Lortie-Forgues and Inglis, 2019; Spybrook et al., 2016), such lab experiments provide highly powered causal tests of theoretically derived hypotheses (Hill et al., 2021). Recruitment to the experiment was done on a rolling basis and participants were free to book a slot at a time that was convenient for them. We randomly allocated participants to the three experimental arms. To implement the randomisation, we generated a sequence of 150 random allocations using the Stata package RANDOMIZE (Kennedy and Mann, 2015). Participants were then randomised at the point of check-in. There was no way that participants could anticipate their treatment allocation when they booked their slot. Table 1 shows the balance of participant characteristics across the three arms. A joint (F) test of orthogonality between these characteristics and treatment allocation did not find any undue imbalance across groups (p = 0.72). It may be noted that there are small numbers of participants in particular ethnicity cells in Table 1. However, any between group differences in ethnicity are controlled for via the ethnicity covariates included in our models (see the Analysis section for further details).
Table 1. Descriptive statistics for the three treatment arms

<table>
<thead>
<tr>
<th></th>
<th>Restudy</th>
<th>Model</th>
<th>Model w/ theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female (%)</td>
<td>74.2</td>
<td>89.6</td>
<td>86.2</td>
</tr>
<tr>
<td>Age (years)</td>
<td>29.7</td>
<td>28.5</td>
<td>29.6</td>
</tr>
<tr>
<td>Ethnicity (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>67.7</td>
<td>82.8</td>
<td>60.7</td>
</tr>
<tr>
<td>Minority ethnic</td>
<td>30.3</td>
<td>17.4</td>
<td>39.2</td>
</tr>
<tr>
<td>Region (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>East Midlands/East of England</td>
<td>19.4</td>
<td>20.7</td>
<td>20.7</td>
</tr>
<tr>
<td>London/South East</td>
<td>29.1</td>
<td>37.9</td>
<td>34.5</td>
</tr>
<tr>
<td>North East/North West</td>
<td>29.1</td>
<td>24.1</td>
<td>20.7</td>
</tr>
<tr>
<td>West Midlands</td>
<td>19.4</td>
<td>17.2</td>
<td>20.7</td>
</tr>
<tr>
<td>Efficacy pre-test (SD)</td>
<td>0.22</td>
<td>-0.24</td>
<td>0.01</td>
</tr>
<tr>
<td>Skill pre-test (SD)</td>
<td>-0.1</td>
<td>0.07</td>
<td>0.03</td>
</tr>
<tr>
<td>No. of participants</td>
<td>31</td>
<td>29</td>
<td>29</td>
</tr>
</tbody>
</table>

Note. Percentages may not sum to 100 within categories due to rounding. There were no participants from the South West or Yorkshire and Humber regions. Some contiguous regions combined to avoid potential disclosure due to single observation cells. Some ethnic groups combined to avoid potential disclosure due to single observation cells. SD = standard deviations. Model w/ theory = model with theory.
Procedure and stimuli

The experiment was conducted entirely online using Zoom video conferencing software. Four different experimenters took it in turns to facilitate the sessions. As previously mentioned, all participants began the experiment by reading the ‘evidence-based instructional summary’. This document is central to our study, since it provides the basis for both our video models and the way in which we measure teacher skills within the simulator. The full document is available in Appendix A. For space reasons, we limit ourselves here to highlighting the five principles for questioning for retrieval contained in the summary:

1. When asking a question, teachers should make it clear that any student could be called upon to respond. This increases the benefits of questioning for retrieval by prompting more students in the class to search for and retrieve the correct answer from memory (Dallimore, Hertenstein, and Platt, 2013; Kalamar, 2018; MacSuga-Gage and Simonsen, 2015; Sumeracki and Castillo, 2022).

2. Teachers should give students three seconds or more between asking a question and calling on a student to answer. This gives all students a chance to retrieve the knowledge. If the answer is revealed faster than this, then it is more likely that some students will be restudying the material, rather than retrieving it, which is known to be less effective than retrieval (Tobin, 1987; Yang et al., 2021).

3. If a student gets an answer incorrect, then teachers should frame this as a learning opportunity. This helps maintain students’ motivation toward learning (Käfer et al., 2019; Metcalfe, 2017; Soncini, Matteucci, and Butera, 2021; Tulis, 2013).

4. If a student gives an incorrect response, teachers should inform the student that the answer is incorrect, as this focuses their attention on the correct answer. The benefits of incorrect retrieval are just as large as for correct retrieval, so long as teachers give the correct answer and then explain why this is correct by relating it to students’ existing knowledge (Kornell, Klien, and Rawson, 2015; Metcalfe, 2017; Metcalfe and Huelser, 2020; Wong and Lim, 2019).

5. If a student is not able to give any answer to the question, teachers should proceed to give the student a partial hint. This maximises the extent to which students subsequently retain the target knowledge by allowing the student to retrieve the part of the answer not contained within the hint (Kornell and Vaughn, 2016; Vaughn and Kornell, 2019; Vaughn et al., 2022).

After reading the evidence-based instructional summary, all participants took part in a classroom simulator session task (McGarr, 2021) in which they were tasked with asking students a series of questions in a way that aligned with the evidence in the instructional summary. Participants were requested to ask the questions “in such a way that it encourages students to retrieve what they already know” and were asked to “use the information in the evidence-based summary to guide their practice”.

We used the Mursion simulator environment (Cohen et al., 2020; Ferguson and Sutphin, 2022) implemented within the online video conference call. Mursion is a mixed reality environment in which five primary/elementary school pupil avatars are controlled by a human simulator specialist and/or the underlying software (an image of the Mursion interface can be found in Appendix B). We provided the human simulation specialist with a script detailing how to respond to the teacher’s questions. For example, the avatar pupils gave a correct response to the first and fourth question, a partially-correct response to the second and fifth question, and an ‘I don’t know’ answer to the third and sixth question. This allowed us to ensure consistency across participants.
This simulator task was embedded in a wider ‘scenario’ that we designed for the purposes of the experiment. Participants entering the simulator were told that they had just finished teaching a year 4 (age 8-9) primary school science unit focused on the physics of sound. They were provided with a copy of the unit summary (see Appendix C), which was taken from a real primary school in England, and covers material from the English national curriculum. They were also provided with a set of six questions to ask the pupils, drawn from the unit summary, along with the desired answers to each question (Appendix C).

After the first attempt in the simulator, participants’ experience diverged based on their treatment allocation. All participants were asked to “recap the evidence on questioning for retrieval” before “repeat[ing] the same teaching activity with the simulated group”. Those randomly allocated to Arm 1 (restudy) were given 4.5 minutes to restudy the evidence-based instructional summary document, which all participants had already read prior to their first attempt in the simulator. Those in Arm 2 (model) were shown a video in which a real primary school teacher asked five questions to a group of seven real primary school pupils. Some of these questions were met with correct responses, some with incorrect responses, and some with an ‘I do not know’ response. The teacher in the video consistently demonstrated all five of the evidence-based principles of questioning for retrieval set out above. Those in Arm 3 (model with theory) were shown a very similar video, in which the footage shown to those in Arm 2 was interspersed with some of the text from the evidence-based instructional summary. For example, after the teacher poses a question and waits three seconds before selecting a pupil to respond, the video cuts away to show the following text for five seconds: “By waiting three seconds after posing a question, the teacher gives all pupils sufficient time to attempt retrieval”. Likewise, after the teacher receives an incorrect response from a pupil and frames this as a learning opportunity, the video cuts away to show the following text for five seconds: “By framing mistakes as an opportunity to learn, the teacher helps prevent pupils becoming demotivated.” In line with the theory above, these text snippets were intended to highlight the relevant parts of the video model and make explicit the rationale for specific techniques demonstrated in the model. Five such statements were included in the Arm 3 video. Both the Arm 2 and Arm 3 videos were 4.5 minutes long. Screenshots of the videos, and links to the full videos online, are available in Appendix D. Following this, all participants had a second attempt at the same simulator task.
Measures

We measured participants’ skills in using questioning for retrieval in their first attempt in the simulator (pre-test) and in their second simulator attempt (post-test). We operationalised this measure using a novel coding framework applied to video clips of participants’ teaching within the simulator. The video clips were first edited so that it was not clear from the video which treatment arm the participant was in. The coding tool was designed to capture the five principles of evidence-based questioning for retrieval set out above.

For example, for principle 2 (wait time), for each of the six questions, we measured whether teachers left three seconds between asking a question and asking a student to answer. Similarly, for principle 3 (framing incorrect answers as learning opportunities), there were two questions in the simulation in which the pupil gets the question wrong. In each case, we captured whether the participating teacher framed this error as a learning opportunity, for example, by saying that the class could now work together to get the answer right. In our coding framework we developed a rule for when to award credit for each of the five principles, a set of creditworthy examples, and a set of examples that were not creditworthy.

We then refined this coding tool by piloting it on a number of pilot simulator sessions before the experiment began. The full coding tool is available in Appendix E. Across the five metrics, the maximum score was 18 points, reflecting six opportunities to pose questions to all students, six opportunities to use wait time, two opportunities to frame errors as learning opportunities, two opportunities to give elaborative feedback, and two opportunities to give hints in response to ‘I don’t know’ answers. Cronbach’s alpha across all the indicators was 0.84. We double-coded the first 18 simulator sessions (with raters blind to each other’s scores) and calculated inter-rater agreement (Cohen’s Kappa) to be 0.81. There were more opportunities to gain marks for some of our metrics (see Appendix E). For example, the wait time component of the outcome measure (maximum six marks) was worth more than the elaborative feedback component (maximum two marks). To give each of the five metrics equal weight, we standardised the five metrics separately, then summed them and standardised this total score.

We measured participants’ knowledge using a six-item multiple-choice test. To ensure that participants in Arm 1 (restudy) and Arm 3 (model with theory) had equal exposure to the content, this test exclusively covered knowledge that was included in both the evidence-based instructional summary document and the video with integrated theory. We made two design choices intended to minimize the chances of participants guessing the correct answers. First, all question had four possible response options including plausible incorrect answers. Second, all questions followed a ‘please select all correct answers’ format, so that participants did not know how many correct answers there were. There were a total of 11 correct responses across the six questions. We calculated a sum score capturing the total number of correct answers identified by participants, minus the total number of incorrect answers. The full test instrument is available in Appendix F. We collected this measure on just one occasion. We sent participants the test seven days after they took part in the simulator, and asked them to complete it immediately (late responses are addressed in the analysis below). We decided not to collect a pre-test measure because our piloting of the test showed clear ceiling effects when the test was administered immediately after participants had been exposed to the evidence-based instructional summary document, but no ceiling effects a week later. We judged that a pre-test measure collected prior to exposure to the instructional summary would likely have shown floor effects because the material would likely be unfamiliar to many of our early-stage trainee participants. Collecting our post-test measure with a seven-day delay was necessary to assess knowledge retention.

We measured participants’ self-efficacy in using questioning for retrieval immediately after their first attempt in the simulator (pre-test) and immediately after their second simulator attempt (post-test). We operationalised this measure using a heavily adapted version of the Teacher Self-Efficacy Questionnaire (Tschanen-Moran and Hoy, 2001). We asked participants to reflect on the simulator session they had just completed and used the stem ‘how well do you feel you...’ applied to five questionnaire items, each of which corresponded to the five principles of evidence-based questioning for retrieval. For example, for principle 5, we asked ‘how well do you feel you... provided hints when students were struggling to answer a question?’ The full questionnaire is available in Appendix G. Responses were collected on a five-point scale ranging from ‘Not at all well’ to ‘Extremely well’. Cronbach’s alpha across the five items was 0.78. We calculated an overall score using confirmatory factor analysis. Descriptive statistics for the pre-test are included in Table 1.

The overall design of the experiment, including stimuli, measures, and treatment arms, is summarised in Figure 1 below. Figure 2 provides a CONSORT diagram summarizing the flow of participants through the experiment. One participant from the model with theory arm declined to provide a post-test measure of self-efficacy when responding to our post-test questionnaire and therefore could not be used in our self-efficacy analyses. One further participant, also from the model with theory arm, declined to provide demographic information and therefore could not be included in our (pre-registered) regression analyses.
Figure 1. Summary of the experimental design

Participants briefed on scenario and read instructional summary

Participants' first simulator attempt: Baseline skills measure

Baseline self-efficacy questionnaire

Arm 1: Re-study instructional summary

Arm 2: Watch video model

Arm 3: Watch video model with integrated theory

Participants' second simulator attempt: Post-test skills measure

Post-test self-efficacy questionnaire

One week delay...

Multiple-choice knowledge test

Figure 2. CONSORT diagram

Assess for eligibility (n=89)

Randomised (n=89)

Excluded as ineligible (n=0)

Allocated to re-study arm (n=31)

Received allocated treatment (n=31)

Outcome data available for skills (n=31)

Outcome data available for knowledge (n=31)

Outcome data available for efficacy (n=31)

Allocated to model arm (n=29)

Received allocated treatment (n=29)

Outcome data available for skills (n=29)

Outcome data available for knowledge (n=29)

Outcome data available for efficacy (n=29)

Allocated to model with theory arm (n=29)

Received allocated treatment (n=29)

Outcome data available for skills (n=29)

Outcome data available for knowledge (n=29)

Outcome data available for efficacy (n=28)
Analysis

Multi-arm parallel group trials allow for many possible pairwise comparisons, which may create problems with multiple hypothesis testing (Juszczak et al., 2019). We therefore aimed to run a parsimonious set of models and tests, focused on testing our study hypotheses. We pre-registered our analysis plan on the Registry of Efficacy and Effectiveness Studies (Registry ID: 14922.1v1). We conducted a complete case analysis of our data. All analyses were conducted using Stata 17.

To test H1 and H4, we estimate the following model using ordinary least squares regression:

**Model 1:**
$$ Y_i = \alpha + \beta_1 \text{Model}_1 + \beta_2 Y_{i,t-1} + \beta_3 X_i + \epsilon_i $$

Where:
- $i$ indexes individual participants in the experiment
- $Y_i$ is the relevant post-test outcome measure. This has been standardised to have a mean of zero and standard deviation of one, which means the regression coefficients can be interpreted as Cohen’s d effect sizes.
- $\text{Model}_1$ is a dummy-coded variable, which takes the value zero for individuals allocated to Arm 1 (restudy) or value one for individuals allocated to either Arm 2 (model) or Arm 3 (model with theory). Coding the variable in this way allows the restudy arm to act as the reference level, and tests whether there was a difference between the restudy arm and the other two arms pooled together.
- $Y_{i,t-1}$ is our pre-test outcome
- $X_i$ is a vector of control variables: female, age, ethnicity
- $\beta_1$ provides an estimate of the average effect of allocation to either Arm 2 (model) or Arm 3 (model with theory), relative to Arm 1 (restudy)
- $\epsilon_i$ is a mean zero random error term

Recent work in the econometrics literature has shown that, in experiments with more than two arms, regression coefficients for a given treatment arm may be contaminated by the effects of the other treatment arms (Goldsmith-Pinkham et al., 2022). This is potentially a problem in our trial. However, unbiased estimation of the causal effect across any two treatment arms can still be achieved by dropping participants in the third treatment arm and then running a model with a single treatment dummy variable (Goldsmith-Pinkham et al., 2022). To test H2, we therefore dropped the Arm 1 (restudy) participants from the sample and ran the following model:

**Model 2:**
$$ Y_i = \alpha + \beta_1 \text{Arm3}_i + \beta_2 Y_{i,t-1} + \beta_3 X_i + \epsilon_i $$

Where:
- $Y_i$ is the relevant post-test outcome measure, which has been standardised to have a mean of zero and standard deviation of one
- $\text{Arm3}_i$ is a dummy, which takes the value one for individuals allocated to Arm 3 (model with theory)
- $\beta_1$ provides an estimate of the effect of allocation to Arm 3 (model with theory), relative to Arm 2 (model)

Similarly, to test H3, we include the Arm 1 (restudy) and Arm 3 (model with theory) participants but drop the Arm 2 (model) participants from the sample, and then run Model 2. In this case, $\beta_1$ captures the effect of allocation to Arm 3 (model with theory), relative to Arm 1 (restudy).
Results

Hypothesis 1 and 2: teacher skills

Our first hypothesis was that exposure to any video model would increase teachers’ skills in using questioning for retrieval. The left hand panel of Figure 3 provides a simple graphical presentation of our results. The vertical axis shows the raw sum score on our skills measure, which has a minimum value of zero and a maximum value of 18. The horizontal axis shows the change from the pre-test (first simulator attempt) to the post-test (second simulator attempt). Participants allocated to the restudy condition (solid blue line) made no measurable improvements in their use of questioning for retrieval between the two simulator attempts. By contrast, participants allocated to either of the two model conditions (dashed red line) almost doubled their score (from 6.4 to 11.3) between the two simulator attempts.

Column 1 of Table 2 reports formal regression results. The skill outcome measure has been constructed to give equal weight to the five different components. It has also been standardised to have mean of zero and standard deviation of one, meaning that the OLS regression coefficients can be interpreted as Cohen’s d effect sizes. The results show that exposure to the video model improved our skill outcome measure by 0.80 SD, relative to restudy (95% CI = 0.39, 1.20). This difference is statistically significant at conventional levels (p < 0.001). The model reported in column 2 of Table 2 includes a dummy-coded variable for three of the four experimenters who helped to conduct the experiment. This acts as a check whether the individual who conducted the particular experimental session influenced the outcomes. The coefficient on the Any Model is almost unchanged (0.79), as is the R², and none of the experimenter dummies are statistically significant at conventional levels. In Column 1 and Column 2 of Table 2, pre-test skills also predicted post-test skills, but the correlation was quite small (coefficients ranged from 0.29-0.30). This small coefficient likely reflects the fact that participants were in their first term as trainee teachers and the material was therefore new to them.
Our second hypothesis was that exposure to a video model incorporating the underlying theory would increase teachers’ skills in using questioning for retrieval practice, relative to the simple video model. The right hand panel of Figure 3, which follows the same format as the left hand panel, provides a simple graphical presentation of our results. The vertical axis again shows the raw sum score.

Participants allocated to the model condition and the model with theory condition show very similar improvement between their first and second simulator attempts. Indeed, there is no measurable difference between the two. Column 3 of Table 2 reports formal regression results, which confirmed the absence of any statistically significant difference in improvement ($p = 0.477$).
Table 2. Modelling the results for teacher skill outcomes (Hypotheses 1 and 2)

<table>
<thead>
<tr>
<th></th>
<th>(1) Skills: equally weighted z-score</th>
<th>(2) Skills: equally weighted z-score</th>
<th>(3) Skills: equally weighted z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Any model (ref: restudy)</strong></td>
<td>0.797** (0.203)</td>
<td>0.791** (0.205)</td>
<td>0.184 (0.256)</td>
</tr>
<tr>
<td><strong>Model with theory (ref: model)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-test skills</td>
<td>0.295** (0.101)</td>
<td>0.292** (0.105)</td>
<td>0.260* (.122)</td>
</tr>
<tr>
<td>Age</td>
<td>0.006 (0.013)</td>
<td>0.007 (0.014)</td>
<td>-0.013 (0.018)</td>
</tr>
<tr>
<td>Female</td>
<td>0.141 (0.255)</td>
<td>0.127 (0.260)</td>
<td>-0.04 (0.379)</td>
</tr>
<tr>
<td>Ethnicity: Asian</td>
<td>-0.659 (0.575)</td>
<td>-0.532 (0.604)</td>
<td>-0.616 (0.642)</td>
</tr>
<tr>
<td>Ethnicity: Black</td>
<td>0.002 (0.642)</td>
<td>0.122 (0.657)</td>
<td>0.428 (0.738)</td>
</tr>
<tr>
<td>Ethnicity: Mixed</td>
<td>-0.705 (0.817)</td>
<td>-0.601 (0.834)</td>
<td>-0.662 (0.867)</td>
</tr>
<tr>
<td>Ethnicity: White</td>
<td>-0.368 (0.539)</td>
<td>-0.241 (0.566)</td>
<td>-0.387 (0.581)</td>
</tr>
<tr>
<td>Experimenter: 1</td>
<td></td>
<td>0.380 (0.381)</td>
<td></td>
</tr>
<tr>
<td>Experimenter: 2</td>
<td></td>
<td>0.281 (0.346)</td>
<td></td>
</tr>
<tr>
<td>Experimenter: 3</td>
<td></td>
<td>0.050 (0.310)</td>
<td></td>
</tr>
<tr>
<td>Model R²</td>
<td>Model 1 0.311 88</td>
<td>Model 1~ 0.329 88</td>
<td>Model 2 0.171 57</td>
</tr>
<tr>
<td>N</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note.** Each column is a separate regression model. Standard errors shown in parentheses. * = p < 0.05, ** = p < 0.01. ~ Model 1 with the addition of experimenter fixed effect. N = number of participants included in the model.
Hypothesis 3 and 4: teacher knowledge and self-efficacy

Our third hypothesis was that exposure to the video with integrated theory would increase teachers’ knowledge, relative to restudying the underlying theory. The left hand panel of Figure 4 provides a simple graphical presentation of our results. The vertical axis shows the net score on our knowledge measure, which has a maximum value of 11. Participants exposed to the restudy condition (leftmost plot) or model with theory condition (rightmost plot) displayed very similar levels of knowledge. Column 1 of Table 3 reports formal regression results. The knowledge outcome measure has again been standardised to have mean of zero and standard deviation of one, meaning that the OLS regression coefficients can be interpreted as Cohen’s d effect sizes. The results confirm that there was no measurable difference in the levels of knowledge in the two groups (p = 0.465).

One potential concern with our delayed knowledge outcome measure is that there may be non-random differences in the delay between groups. The knowledge test was sent to each participant seven days after they participated in the simulator and participants were asked to respond immediately. The median delay in response was indeed seven days in the overall sample, the restudy group, and the model with theory group. However, the standard deviation in delay in the overall sample was five days. In column 2 of Table 3, we report a sensitivity test in which we include a variable capturing the number of days between participants participation in the simulator and completing the follow-up knowledge test. The coefficient of interest remains non-significant and the coefficient on the delay variable itself is also non-significant (p = 0.506).

Figure 4. Teacher knowledge and self-efficacy outcomes across treatment arms

Note. N=60 (left panel) and 60 (right panel).
Our fourth and final hypothesis was that exposure to any video model would increase teachers’ self-efficacy in using questioning for retrieval practice. The right hand panel of Figure 4 provides a simple graphical presentation of our results. The vertical axis shows the raw sum score on our self-efficacy measure, which has a minimum value of zero and a maximum value of 25. The horizontal axis again shows the change from the pre-test (first simulator attempt) to the post-test (second simulator attempt). Participants exposed to either of the two modelling conditions (dashed red line) saw very similar improvements in their self-efficacy to those exposed to the restudy condition (solid blue line). Column 3 of Table 3 reports formal regression results. The self-efficacy outcome measure has again been standardised to have mean of zero and standard deviation of one, meaning that the OLS regression coefficients can be interpreted as effect sizes. The results confirm that there was no measurable difference in the rate at which the two groups improved their self-efficacy (p = 0.640).

### Table 3. Modelling the results for teacher knowledge and self-efficacy outcomes (Hypotheses 3 and 4)

<table>
<thead>
<tr>
<th></th>
<th>(1) Knowledge z score</th>
<th>(2) Knowledge z score</th>
<th>(3) Self-efficacy z score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model with theory</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ref: simple model)</td>
<td>-0.191 (0.259)</td>
<td>-0.176 (0.262)</td>
<td>-0.080 (0.170)</td>
</tr>
<tr>
<td><strong>Any model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ref: restudy)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge test delay</td>
<td>-0.013 (0.021)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-efficacy pre-test</td>
<td></td>
<td>0.704** (0.082)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.012 (0.017)</td>
<td>0.011 (0.17)</td>
<td>-0.009 (0.011)</td>
</tr>
<tr>
<td>Female</td>
<td>0.171 (0.329)</td>
<td>0.178 (0.331)</td>
<td>-0.039 (0.213)</td>
</tr>
<tr>
<td>Ethnicity: Asian</td>
<td>0.242 (0.743)</td>
<td>0.026 (0.075)</td>
<td>-0.087 (0.468)</td>
</tr>
<tr>
<td>Ethnicity: Black</td>
<td>0.350 (0.838)</td>
<td>0.298 (0.847)</td>
<td>0.356 (0.512)</td>
</tr>
<tr>
<td>Ethnicity: Mixed</td>
<td>1.841 (1.182)</td>
<td>1.765 (1.195)</td>
<td>-0.011 (0.662)</td>
</tr>
<tr>
<td>Ethnicity: White</td>
<td>0.712 (0.721)</td>
<td>0.657 (0.731)</td>
<td>-0.205 (0.434)</td>
</tr>
<tr>
<td><strong>Model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>Model 2 0.517</td>
<td>Model 2 0.588</td>
<td>Model 1 0.525</td>
</tr>
<tr>
<td>N</td>
<td>59</td>
<td>59</td>
<td>87</td>
</tr>
</tbody>
</table>

**Note.** Each column is a separate regression model. Standard errors shown in parentheses. * = p < 0.05. ** = p < 0.01. N = number of participants included in the model.
Discussion

Models are thought to play an important role in helping teachers notice and attend to important features of teaching practice (Grossman et al., 2009; Kosko et al., 2021). Proponents of models argue that this helps teachers develop a mental image of the focal teaching techniques, which in turn helps them to translate theory into classroom practice (McDonald et al., 2013). However, there is currently no empirical evidence on the causal effects of models on teacher skill development and there is consequently little consensus on whether or how models should be incorporated in teacher professional development. One third of evaluated professional development programmes do not incorporate any models (Sims et al., 2022). We set out to provide new evidence on the effects of different types of models on initial teacher trainees’ development, in order to better inform teacher educators’ design choices.

We found clear evidence that exposure to models improved teachers’ skills in the use of questioning for retrieval, relative to restudying a summary of relevant research. This is the first such causal evidence on the impact of modelling in teacher professional development and represents the primary contribution of this paper. This empirical finding also provides support for two schools of thought on teacher training. First, it supports PBTE theorists’ argument that models should be incorporated in initial teacher training. Second, a recent systematic review suggested that modelling is an ‘active ingredient’ of effective teacher development (Sims et al., 2022). This research provides the first direct empirical support for this hypothesis.

By contrast, we did not find that models which clearly labelled and explained the important features of the focal teaching practice resulted in a statistically significant improvement in teachers’ skills in the use of questioning for retrieval, relative to a simple video model. When interpreting this finding, it should be kept in mind that all participants had already been exposed to an evidence-based guide that decomposed questioning for retrieval into five constituent parts. It is also interesting to consider our findings on our teacher knowledge and teacher skill outcomes together. Participants in our model with theory condition gained more skills, and no less knowledge, than participants in our restudy condition. This is despite the two conditions spending approximately the same amount of time exposed to the two stimuli. This can be interpreted as demonstrating the efficiency of PBTE theorists’ recommendation that teacher educators prioritize neither the learning of knowledge nor the practicing of skills, but instead “the use of that knowledge in practice” (Grossman et al., 2018, p. 3). Our results show that a focus on developing skills need not crowd out the learning of knowledge in teacher education, in the way that some have worried it might (Orchard & Winch, 2015).

We did not find that teachers exposed to video models improved their self-efficacy, relative to those who restudied a summary of relevant research. This is somewhat surprising, given that a large body of empirical research has found that modelling supports the development of pre-service teacher self-efficacy (Bautista, 2011; Bautista and Boone, 2015; Gorrell, 1993; Gorrell and Capron, 1990; Palmer, 2006; Palmer, 2011). One potential concern here is that our questionnaire instrument has not previously been shown to be sensitive to changes across a single training session. However, we did in fact detect a statistically significant increase in self-efficacy between the pre- and post-test measurements. Our null finding is instead driven by this increase being of equal magnitude in the modelling and non-modelling groups (Figure 4). This observation is particularly interesting when considered in conjunction with our results on teacher skills. Participants exposed to our video models between two simulator attempts improved their skills in the simulator and judged their abilities to have improved accordingly. Participants who restudied the relevant research between two attempts in the simulator judged their abilities to have improved despite not showing any measurable improvement in these skills. While we can only speculate as to the reasons for this, it may be the case that merely accumulating experience attempting to use questioning for retrieval increased participants’ self-efficacy. This intriguing finding should be investigated in further research.
Limitations

Our findings should, of course, be interpreted in light of the limitations of this study. Three in particular stand out. Foremost amongst these is that the research took place within a ‘lab’ (as opposed to field setting) implemented in a classroom simulator. This has important advantages in terms of statistical power, experimental control, and potential reproducibility (Cohen et al., 2021; Falk and Heckman, 2009). However, there are also important limitations in terms of reduced ecological validity, in particular around the low-stakes nature of the simulator sessions and participant motivation. Our lab-based findings are best interpreted as a test of theory, rather than an exercise in applied social science (Mook, 1983; Trafimow, 2022). A second limitation of our research relates to the outcome measures. Our measure of teacher skill is grounded firmly in the empirical literature on questioning for retrieval and showed high inter-rater reliability. However, it has not been previously validated. As more lab experiments are conducted in the domain of teacher education, researchers should prioritise the development and validation of appropriate outcome measures (Hill et al., 2021). A third limitation relates to the statistical precision of our estimates. The 95% confidence intervals of our estimates are quite wide, ranging from 0.33 to 0.51 across our models. While this does not prevent us from detecting a statistically significant effect for modelling (d = 0.8; 95% CI = 0.39, 1.20) it may have hampered our ability to detect a smaller effect, for example in our comparison between the two types of video models (d = 0.18; 95% CI = -0.33, 0.70). In mitigation, the novelty of simulator experiments in education make it hard to estimate power prior to a study and post-hoc power calculations are potentially misleading (Gelman, 2019). As further simulator studies are published, better effect size benchmarks will become available to guide study design.

Implications for teacher educators

Taking into account findings in the existing literature, we believe our results have implications for teacher educators. Crucially, the results from our theoretical tests align with the findings on the importance of modelling from a meta-analysis of evaluations of real-world teacher professional development programmes (Sims et al., 2022). Teacher educators should therefore seriously consider incorporating models into professional development intended to improve teaching skills. Doing so is likely to help trainee teachers put the theory from their course into practice in their classrooms, thus bridging the ‘knowing-doing gap’ (Knight et al., 2013). Professional development programmes might consider incorporating libraries of video models exemplifying good practice. There may also be a case for developing publicly available video libraries of video models of evidence-based teaching techniques that are available to all trainees.

Besides the development of recorded models, we see two broad ways in which teacher educators can incorporate models into their work. The first involves modelling larger lesson sequences in authentic settings, perhaps via co-teaching. Here, the existing literature suggests that it may be necessary for teacher educators to retrospectively highlight certain aspects of their practice and then explain the rationale for this to the trainee (Eick et al., 2003; Kluth and Straut, 2003). Otherwise, teacher educators run the risk of trainees missing the most valuable aspects of the lesson, or misunderstanding the reasons for their value (Brunvand and Fishman, 2006; van Es and Sherin, 2002; Sherin and van Es, 2005; Rich and Hannafin, 2009). This also creates opportunities for productive dialogue between teacher and educators and their trainees (Saclarides and Munson, 2021). While acknowledging the limitations of this study, our findings suggest that such modelling is likely to be a valuable addition to teacher professional development programmes, at least for more novice teachers.

The second way that teacher educators can integrate modelling into their work is to provide representations of practice outside of real classroom settings (Grossman, 2018). For example, this might occur during an off-site session or during a focused instructional coaching session. In such cases, trainees can be presented with models focused on specific aspects of teaching practice, isolated from a wider pedagogical sequence. Our results provide direct support for the benefits of this sort of modelling when it comes to developing teacher skills. With this type of modelling, however, it may not be necessary to label and explain specific aspects of the model, particularly if sufficient decomposition of the target teaching practice has occurred prior to viewing the model.

Whichever way teacher educators go about incorporating models in their work, they should keep in mind that teachers may need support to re-integrate the specific techniques depicted in these models into the flow of real-world pedagogical and curricular sequences. Only then can teachers realise the value of evidence-based teaching techniques in their own classrooms (Janssen et al., 2015).
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Appendix

Appendix A: Evidence-based instructional summary

Verbal questioning for retrieval: an evidence-based instructional summary

In this experiment, we're looking at ways to help teachers boost student learning using verbal questioning for retrieval. This instructional summary describes the evidence around how and why this kind of questioning can help. You can find references to the supporting evidence, and a summary diagram, on the final page. We'll be asking you to use these teaching techniques in the simulation once you've finished reading this document.

What is questioning for retrieval?

Retrieval means recall

Retrieval practice refers to “any activity that requires students to recall information from memory rather than representing or restudying the information”. Verbal questioning for retrieval involves teachers verbally posing questions to students about content they learned in previous lessons. When the teacher asks the questions, pupils are prompted to search their memory for the answer, and then retrieve that answer.

Why should teachers use questioning for retrieval?

Retrieval boosts pupil learning – more than restudy

Research shows that when pupils retrieve knowledge from memory it improves their subsequent retention and transfer of that knowledge. This includes research based in primary schools. Retrieval is effective in helping pupils remember both factual knowledge (e.g., Paris is the capital of France) and conceptual knowledge (e.g., a capital city is the location of the seat of government in a country). Crucially, retrieval has been shown to be more effective for improving retention than getting pupils to spend the same amount of time restudying the same material. Teachers using questioning for retrieval is therefore likely to be a good use of limited classroom time.

Retrieval reminds, highlights, and consolidates memory

Research suggests three main ways in which retrieval helps pupils retain knowledge. First, by re-exposing pupils to the material following the initial learning episode. Second, by posing questions to pupils, retrieval prompts them to pay attention to the new knowledge. Third, by prompting pupils to search for and reactive related prior knowledge, the memory becomes better consolidated.
How should teachers use questioning for retrieval in the classroom?

Increase impact by...

Teachers can increase the impact of questioning for retrieval by increasing the number of pupils that attempt to retrieve the prior learning. Here are three ways that teachers can do this:

Asking the whole class

First, teachers should **ask questions to the entire class**, rather than asking specific pupils. This increases the number of pupils that attempt to retrieve prior learning because it prompts all pupils in the class to search for and retrieve the correct answer from their memory. Research has shown that pupils tend to learn more when their teachers ask a greater number of such whole-class questions.

Waiting three seconds

Second, after a teacher poses a question, they should **wait for at least three seconds before allowing somebody to give the answer**. This ensures that all pupils have sufficient time to attempt independent retrieval, thereby increasing student participation. Waiting three seconds after posing a question gives all pupils a chance to attempt independent retrieval. By contrast, if the answer is revealed too quickly, then some pupils will be restudying the material, rather than retrieving it. This is undesirable since restudying is known to be less effective than retrieval.

Nominating a respondent

Third, teachers should **select pupils to give a response to the question** without regard to who has their hand up. Over time, this increases the number of pupils that attempt to retrieve prior learning because all pupils know that they may be called upon to give an answer. When pupils know that anyone could be asked, pupils tend to show greater engagement and retain more of the content as a result.

What should teachers do if pupils do not give the correct answer?

Answering wrongly still helps

Calling on pupils who do not have their hand up increases the chances that a pupil will not give the correct answer. This is not a problem, since even incorrect retrieval improves learning, as long as it is accompanied by corrective feedback. However, it does raise the question of how teachers should respond to an incorrect answer.

Correct wrong answers

If the pupil gives an incorrect response, teachers should clearly but gently inform the student that the answer is incorrect and then provide the correct answer. When a pupil realises that the answer is incorrect, this focuses their attention on the correct answer, which improves subsequent retention. When teachers give the correct answer, they should explain why this is correct by relating it to pupils’ existing knowledge. When teachers elaborate on the correct answer like this, retention is improved.

Frame mistakes positively

Pupils may also feel disappointed or embarrassed when they realise they have given an incorrect answer. Teachers should therefore find a gentle way of letting pupils know that an answer is incorrect. When teachers frame mistakes positively, as something that we can learn from, this results in improved pupil motivation toward learning.

Give hints when pupils don’t know

Some pupils may not be able to provide an answer to the question at all, stating only that they do not know. In such cases, teachers should proceed to give the pupil a partial hint. Research shows that giving progressively more complete hints maximises the extent to which pupils subsequently retain the target knowledge. This is because it allows pupils to still conduct retrieval for the parts of the answer that are not contained within the hint.
Steps to effective verbal retrieval practice

1. Ask question about prior learning to the whole class
2. Pause for three seconds
3. Call on a pupil without regards to hands up

- **Answer correct**
  - Gently acknowledge incorrect, frame mistakes positively
  - Provide the correct answer, explain why it is correct

- **Unable to answer**
  - Provide partial hints

- **Answer incorrect**
Appendix B: Image of the Mursion simulator interface

Figure B1. Screenshot of the Mursion interface from a pilot session
Appendix C: Sound unit summary and questions

**Figure C1.** Unit summary graphic shown to participants before simulator session

**Table C1.** Questions to be asked in the simulator

<table>
<thead>
<tr>
<th>Question</th>
<th>Correct answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1. What is a vibration?</td>
<td>A fast back and forth movement</td>
</tr>
<tr>
<td>Q2. What is a medium?</td>
<td>A substance through which a force or effect can travel</td>
</tr>
<tr>
<td>Q3. What is the name for the part of our ear that vibrates when it gets hit by a soundwave?</td>
<td>Ear drum</td>
</tr>
<tr>
<td>Q4. If a sound is high-pitched, what will the vibrations look like?</td>
<td>Fast vibrations</td>
</tr>
<tr>
<td>Q5. What causes a sound to be made?</td>
<td>A moving object, which causes the air/medium around it to vibrate.</td>
</tr>
<tr>
<td>Q6. Can sound travel through a vacuum?</td>
<td>No (because there is no air to vibrate)</td>
</tr>
</tbody>
</table>
Appendix D: Video models

**Figure D1.** Screenshot of the video, as seen by participants in the Model arm and the *model with theory* arm.

The full video for the *model* arm can be found here:
https://estream.dixonsat.com/GetMP4.ashx?ppID=2&file=5043_4m~m4FRphbn.mp4&source=8&bb=0&bt=0&po=0&pi=0&ds=267.04&so=4&st=0&tf=0&cs=OfoMHjJgiJuxuEhcMf9xnK3gGLu63rAFDR3HYMfAP9ZDE72WQNL10A_rO1B_Blsrtloj03siARVac~f9mACdA

**Figure D2.** Screenshot of the video in which the footage was interspersed with some of the text from the evidence-based instructional summary, as seen in the *model with theory* arm.

“by framing mistakes as an opportunity to learn, the teacher helps prevent pupils becoming demotivated.”

The full video for the *model with theory* arm can be found here:
https://estream.dixonsat.com/GetMP4.ashx?ppID=2&file=5045_4o~osjSKry7.mp4&source=8&bb=0&bt=0&po=0&pi=0&ds=267.84&so=4&st=0&tf=0&cs=BRBU7KbiNdzCtX4wcWuslZTqP6zbX2du8~cFsQDM7E~nds1cnwT4mpT7uP727152RbbD8idqVTJcoat1rq2mDw
### Appendix E: Coding tool

<table>
<thead>
<tr>
<th>Rule</th>
<th>Examples</th>
<th>Non-examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>% questions where all pupils know they could be called upon (maximum 6 points)</strong></td>
<td>If the teacher issues verbal covering statement (across the set of all upcoming questions) that they will be cold calling, then award six marks. Could use ‘cold call’ language OR equivalent statement (implied/explicit) that student could be asked to respond regardless of hands up. However, if the teacher subsequently violates this for a given question (e.g., nominate-ask) then subtract the mark for that specific question. If no covering statement, then assess on a question-by-question basis, awarding one point per question.</td>
<td>Covering statement: “anyone could be picked for every question”, “we’re going to go through some questions now, and I will be cold calling” “I want everyone to think about this, and I will be choosing who answers” Question-by-question: “I’m going to cold call you” “Hands down, I will choose somebody to answer” “I might ask anybody to answer this” Covering statement: “I’m going to ask each of you questions” (doesn’t necessarily apply to all questions) “Fred, what is X?” “What is X, Fred?” “Hands up please”</td>
</tr>
<tr>
<td><strong>% questions &gt;3 secs wait time (maximum 6 points)</strong></td>
<td>Credit if there are three seconds of time (measured using timer shown on bottom of video) between teacher first asking the question and teacher first nominating somebody to answer. STILL credit if not a cold call Do NOT award if they ask pupils to discuss in pairs within three seconds of asking question. Wait-time is unknown in this case. Do NOT award if hint is given prior to 3-seconds-after question is asked.</td>
<td>Question… nominate Question… other question-related speech… nominate Fred have a think about X … 3 seconds…, what do you think? Fred…. 3 seconds… question Doesn’t count if doing ‘talk-partners’ or ‘turn-and-talk’</td>
</tr>
<tr>
<td>Rule</td>
<td>Examples</td>
<td>Non-examples</td>
</tr>
<tr>
<td>---------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>% incorrect answers framed as a learning opportunity (maximum 2 points)</td>
<td>If they say this is a positive opportunity and this is EXPLAINED with reference to its potential for subsequent learning</td>
<td>“Don’t worry because this is an opportunity to learn”</td>
</tr>
<tr>
<td></td>
<td>“Don’t worry, we can now work together to get his right”</td>
<td>“Don’t worry.” / “That’s OK.”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“Don’t worry, this is a good thing.”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“The right answer is...”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“Well done for trying.”</td>
</tr>
<tr>
<td>% incorrect answers, corrected w/ elaboration (maximum 2 points)</td>
<td>The teacher needs to both 1) state or recognise the correct answer and SUBSEQUENTLY 2) relate correct answer to other knowledge (information from the rest of the unit, not included in focal answer or question) OR teacher can state other knowledge IF they immediately state correct answer as a consequence of that knowledge. Do not award if teacher ONLY provides additional information as a hint (i.e. before stating/affirming the correct answer) Do not award if elaboration only comes from pupil, not the teacher.</td>
<td>“Actually, a medium is the thing in between what makes the sound and our ear, like the air”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“That’s not right, what makes a sound is something that moves and causes the medium around it to vibrate, like our voice box making the air vibrate”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“No. The correct answer is X” with no associated elaboration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“Vibrations are the sound, but what makes those vibrations? [Student then responds correctly].”</td>
</tr>
<tr>
<td>% non-answers given a hint (maximum 2 points)</td>
<td>Award a mark if teacher hears a student say ‘I don’t know’ and then gives same pupil some additional related information, or a separate related question aimed to help infer or support reasoning about correct answer. Hint has to be correct, but can be weak. Do NOT credit if hint is merely restating the same question.</td>
<td>“It’s a type of musical instrument”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“What would vibrate in a vacuum?”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“Do you remember when we learned about what a vacuum is?”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rephrasing the question with no additional information.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Encouragement with no information.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Providing all the information.</td>
</tr>
</tbody>
</table>
## Appendix F: Test instrument

### Q1. What are the known benefits of teachers asking pupils questions about previously learned material?*
- Improved pupil retention of knowledge
- Improved pupil transfer of knowledge
- Improved pupil meta-cognition
- Improved pupil attention to knowledge

### Q2. What are the benefits of all pupils knowing that they may be called upon to answer a question?*
- More pupils will be called upon to answer
- Pupils retain the knowledge better
- Pupils report higher enjoyment
- Pupils show greater engagement

### Q3. When a pupil retrieves an incorrect answer...*
- No change in memory occurs
- This improves retention of the incorrect answer
- This improves the retention of the correct answer if corrective feedback is provided
- This improves retention of the correct answer

### Q4. When a pupil provides an incorrect answer...*
- The pupil will pay more attention to the correct answer
- The pupil may find this demotivating
- Other pupils will be motivated to respond
- The pupil will pay more attention to the incorrect answer

### Q5. What is elaborative feedback?*
- Increasingly complicated feedback on an incorrect answer
- Feedback on an incorrect answer
- Feedback that relates the correct answer to pupils’ prior knowledge
- Feedback on an incorrect answer from one pupil to another

### Q6. Why is providing progressively stronger hints a good idea when a pupil cannot initially give the correct answer?*
- It increases pupils’ retention of the knowledge
- It shows the teacher cares
- It motivates pupils to try again
- It allows some retrieval to occur

---

*Please select all correct answers.
In the simulation session you just completed, how well do you feel you...*

<table>
<thead>
<tr>
<th></th>
<th>Not at all well</th>
<th>Not very well</th>
<th>Somewhat well</th>
<th>Very well</th>
<th>Extremely well</th>
</tr>
</thead>
<tbody>
<tr>
<td>used questions to help students recall prior knowledge?</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>left a pause between asking a question and asking a pupil to answer?</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>framed incorrect answers as an opportunity for learning?</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>explained why a correct answer is correct?</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>provided hints when students are struggling to answer a question?</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

1. Platform New - Virtual Reality Training Simulation Software by Mursion
2. In the spirit of transparency, we would like to acknowledge an inconsistency in our presentation of the efficacy questionnaire. The pre-test efficacy questionnaire was embedded in a larger questionnaire instrument, which also captured background information about participants. When we asked the participants to respond to the overall questionnaire instrument, we framed it as relating to their teaching generally. However, the specific questions about self-efficacy were framed as being related to “In the simulation session you just completed...”. This should be kept in mind when interpreting our results on self-efficacy.
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